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PREFACE

L’établissement de liens entre les chercheurs semble procéder d’un mécanisme dif-
ficilement prédictible. 11 fait fi de toute différence de statut : alors que je n’étais
que tout jeune doctorant, un professeur émérite de I'université d’Arizona, croisé
au hasard d’une conférence, a mis a mal pendant trois ans le budget courrier
et photocopie de son département pour me faire parvenir, réguliérement et par-
dela I’Atlantique, quantité de reproductions d’articles scientifiques. Cet étrange
mécanisme d’association chez les chercheurs ne doit rien non plus a la langue :
I'un francais, 'autre italien, voila que les auteurs de cet ouvrage se découvrent
par Internet il y a trois ans, publient ensemble d’abord un premier ouvrage en
langue anglaise (Scutari & Denis, 2014), puis le reprennent pour le mettre a jour,
I’ameéliorer et produire la version frangaise que nous tenons entre les mains. Cette
alchimie ignore enfin superbement le temps et la géographie : alors que nous avions
en commun une méme cotutelle administrative et quoique seulement une petite
dizaine de kilométres séparent nos laboratoires, le trop prochain départ en retraite
du premier auteur me fait réaliser qu’il a fallu finalement beaucoup de temps pour
que mon chemin croise le sien et que nous nous attelions a la conduite de quelques
chantiers partagés, pour notre plus grand bonheur. Mais gréce au fil de la passion
scientifique, des affinités et du hasard, les liens se tissent et le réseau se met en
place...

Et c’est aussi de réseau que traite cet ouvrage. Le réseau bayésien réalise un ma-
riage heureux entre la théorie des graphes, un remarquable outil pour communiquer
simplement des cartes de relations structurées, et la théorie des probabilités, un ou-
til non moins remarquable de mesure des incertitudes. Comment raisonner de fagon
quantitative en avenir incertain 7 Un petit dessin valant mieux qu’un long discours,
voici donc qu’aujourd’hui, un modéle statistique (paramétrique) sera avantageu-
sement représenté par un assemblage de noeuds reliés par des fléches indiquant
des relations de cause a effet. Les probabilités conditionnelles sont le ciment de
ces assemblages. Une fois le réseau construit, 'inférence bayésienne précise la dis-
tribution de probabilité des paramétres (i.e. les causes) a partir de deux sources
d’information : les observations (i.e. les effets) et 'expertise. Le cas échéant, sous
réserve de disposer d’une base de données suffisante, I'utilisateur pourra également
s’appuyer sur des algorithmes de choix de modéles pour apprendre la structure
méme du réseau. Associés aux techniques de Monte-Carlo, les réseaux bayésiens
favorisent le dialogue interdisciplinaire et, par 1a , des modéles innovants et utiles.
Ils interviennent aux interfaces de toutes les disciplines scientifiques ot se mélent
savoir qualitatif et données quantitatives.

Nul doute qu’en tant qu’intellectuel non conformiste passionné de philosophie, de
théologie, de sciences naturelles, de mécanique et de mathématiques, le révérend
Thomas Bayes lui-méme n’aurait renié cette union. Associée aux avantages de la
représentation graphique, sa célébre formule, qui permet d’évaluer la pertinence



de ce que 'on croit savoir & ’aulne de I'information apportée par une observation,
montre ici toute sa puissance opérationnelle. La formule de Bayes — 1’équation
de P'apprentissage statistique — n’a vraiment pas fini de révolutionner la boite a
outils du chercheur : friande de méthodes de simulation, elle surfe sur les vagues
des raz de marée informatiques successifs et porte la promesse d’aider efficace-
ment a désenchevétrer les réseaux complexes de causes qui apparaissent dans les
défis scientifiques en ce début du troisiéme millénaire. D’ailleurs, nos neurones ne
formeraient ils pas eux-mémes des réseaux bayésiens 7

Sous l'influence des recherches de Judea Pearl entreprises dans les années 1980 a
UCLA, les disciplines issues des technologies de I'information (data mining, sys-
témes experts, intelligence artificielle, recherche opérationnelle...) ont été nette-
ment plus promptes a percevoir le potentiel d’applications des réseaux bayésiens
que la communauté statistique elle-méme. Sans doute cette derniére était-elle alors
moins soucieuse d’application que de la controverse philosophique qui semble par-
fois encore sévir quant a interprétation concréte de la probabilité, propriété de
l'objet ou du sujet. Tant il est vrai que les réseaux bayésiens peuvent étre a la
fois pergus comme une contribution & I'ingénierie — ce qui nous apprend a faire —,
qu’une contribution & la science — ce qui nous apprend & connaitre. A la décharge
des statisticiens, inquiétante engeance qui a fait du doute sa profession, ’enthou-
siasme des promoteurs des réseaux bayésiens et la commodité d’emploi de ceux-la
ont parfois besoin du garde-fou du sceptique, a la fois sur le concept (Dawid, 2010)
et sur les outils de recherche automatique de structure de réseau (Raskutti & Uh-
ler, 2013). L’intelligence artificielle, méme sous sa forme la plus subtile, le réseau
bayésien, ne garantit en rien que l'on se soit affranchi de toute trace de bétise trés
humaine, surtout quand les enjeux touchent au Graal du moderne : la quéte de la
Connaissance. Peut-étre cette zone de friction irritante entre la théorie mathéma-
tique et notre besoin d’explications causales n’est-elle rien d’autre qu’un nouvel
avatar des contemporains et successeurs de Bayes cherchant a s’appuyer sur son
théoréme pour prouver I'existence de Dieu.

La plupart des étudiants redoutent les cours de statistique, notamment & cause
de la difficulté des concepts probabilistes et du formalisme intimidant du langage
mathématique qui les sous-tendent. Une initiation aux réseaux bayésiens, a la-
quelle cet ouvrage pourrait immédiatement servir de support d’enseignement trés
motivant, leur permettrait de s’apercevoir qu’il s’agit simplement de se doter de
moyens pour prendre en compte 'incertitude dans le raisonnement ! Dans un souci
de pédagogie, les auteurs ont ici balisé un chemin trés accessible pour progresser
dans le maniement des réseaux bayésiens et la découverte de leurs applications les
plus intéressantes. Les premiers chapitres, fort didactiques, sont faciles & suivre :
s’appuyant a chaque fois sur un exemple qu’ils développent sous le logiciel R, les
auteurs mettent en évidence de fagon trés intuitive et progressive les concepts
théoriques utiles, tout en rappelant les briques de base, modéles multinomiaux



et normaux multivariés. Les chapitres suivants présentent des applications de cas
d’études réels et de structures plus complexes construites a partir des briques élé-
mentaires et ou le caractére opérationnel des réseaux bayésiens apparait dans toute
son élégante efficacité. La lecture terminée, le praticien sera en mesure de com-
prendre et de se réapproprier le modéle probabiliste : le réseau bayésien lui donne
la clé pour ériger, sur des bases rationnelles solides, un lien entre la connaissance
du probléme et les données expérimentales.

En conclusion, j’adresse mes félicitations les plus vives aux deux auteurs pour
cette excellente contribution a la statistique appliquée en général et au raisonne-
ment bayésien en particulier. Gageons qu’étudiants et enseignants, ingénieurs et
chercheurs, néophytes ou spécialistes s’approprieront facilement les idées-forces de
ce beau livre et y trouveront inspiration et matiére & progresser avec plus d’assu-
rance sur leur chemin.

Cambridge, Grande-Bretagne Eric Parent
mai, 2014 Professeur a AgroParisTech
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AVANT-PROPOS

Les applications basées sur les réseauz bayésiens se sont multipliées ces derniéres
années. On les retrouve dans des champs aussi différents que la biologie des sys-
témes, ’économie, les sciences sociales et 'informatique médicale. Différents as-
pects et propriétés de cette classe de modéles mathématiques sont cruciaux dans la
pratique de ces applications : la possibilité d’apprendre les effets causaux a partir
de données observées en sciences sociales alors que le recueil de données expéri-
mentales est le plus souvent impossible; la représentation graphique simple des
dépendances entre variables qui permet une compréhension intuitive et qualitative
des réseaux de réactions en sciences biologiques; la possibilité de construire des
modeéles hiérarchiques complexes pour les phénoménes qui mettent en jeu de trés
nombreuses composantes, en associant a chacune d’entre elles les distributions de
probabilité appropriées... Et pourtant, toutes ces possibilités sont basées sur un
ensemble trés réduit de définitions et de propriétés que nous détaillons tout au long
de cet ouvrage. Cependant, la manipulation de données multidimensionnelles com-
portant des valeurs manquantes, les détails fins concernant le raisonnement causal,
I’apprentissage sous contraintes spécifiques a des champs d’application particuliers
et autres sujets trés avancés sont au-dela de la portée de ce livre. Le lecteur trou-
vera des références utiles dans les sections Lectures complémentaires, mais nous
pouvons déja citer Nagarajan et al. (2013), Pourret et al. (2008) et Pearl (2009)
comme étant les principales.

De la méme maniére, le choix du langage R est d’abord motivé par sa croissante
popularité dans de trés nombreuses disciplines. Le principal reproche que I’on pour-
rait lui adresser serait qu’il ne dispose que d’une interface en lignes commande,
et semble donc d’un abord rébarbatif et d’'un apprentissage ardu pour les experts
dont les activités habituelles sont éloignées de la programmation. Cependant, une
fois passée la phase d’initiation, R met & disposition de ses utilisateurs un en-
vironnement extrémement polyvalent, a la fois pour l'interprétation de données
et pour la mise au point d’approches statistiques originales. La disponibilité de
plusieurs paquets couvrant les différents aspects des réseaux bayésiens offerts a la
communauté par différents contributeurs permet au lecteur d’explorer le contenu
de ce livre sans avoir a réécrire les approches standards décrites dans la littérature
scientifique. Parmi ces paquets, nous mettrons en exergue les possibilités éten-
dues de bnlearn (réalisé par le second auteur, qui en est déja a sa version 3.5 au
moment ol nous écrivons ces lignes); il permet au lecteur de se concentrer sur
I’étude des réseaux bayésiens sans avoir & entrer dans les particularités de chacun
des autres paquets, grace a des fonctions d’interfagage. Pour le lecteur intéressé,
une présentation plus approfondie des capacités des différents paquets se trouve
dans Hgjsgaard et al. (2012) et dans les documentations qui les accompagnent, en
particulier les vignettes et articles de référence.

Réseaur bayésiens avec R : €laboration, manipulation et utilisation en modélisa-



tion appliquée introduit le lecteur aux réseaux bayésiens de maniére pragmatique,
au travers d’exemples simples mais porteurs de sens, construits et interprétés avec
le logiciel de calcul statistique R. De fait, le caractére pratique est un point clef
de ce livre, et les explications et exemples qui émaillent le texte s’ingénient a dé-
tailler chaque étape simplement en proposant toutes les commandes R nécessaires
pour pouvoir reproduire la démarche. D’autres excellents ouvrages existent aussi,
indiqués dans les sections « Lectures complémentaire » placées en fin de chaque
chapitre. Cependant, nous pensons que la maniére dont nous présentons les choses
est différente, basée sur Uinterprétation et l'intuition. Ce livre constitue d’abord
une revue introductive sur les réseaux bayésiens et fournit, & celui qui veut mettre
en ceuvre les réseaux bayésiens, des exemples de 'utilisation de R & adapter & ses
propres données, pour des classes trés variées de modéles.

Nous espérons aussi que ce livre sera utile a des non-statisticiens travaillant sur des
domaines trés différents. Evidemment, il n’est pas possible de donner des exemples
pour tous les domaines ou les réseaux bayésiens sont utiles. C’est pourquoi nous
avons tenté d’offrir la meilleure compréhension d’approches génériques et des diffé-
rentes étapes qui les composent. Pour cela, nous avons limité le nombre d’exemples
pour les traiter en profondeur, certains que les experts seront capables de les trans-
poser dans leurs applications respectives. Nous partons toujours des notions les
plus simples et augmentons progressivement la complexité des concepts; la partie
théorique est ainsi concentrée dans le 4° chapitre et n’est pas nécessaire pour bien
suivre les autres chapitres. Nous avons aussi pris garde de bien distinguer la dé-
finition des modéles probabilistes et leur estimation & partir de jeux de données,
faute de quoi nombre de confusions s’introduisent lors des applications.

Réseaur bayésiens avec R : €laboration, manipulation et utilisation en modélisa-
tion appliquée peut servir de base pour un enseignement d’un semestre (ou demi-
semestre), éventuellement en y ajoutant quelques livres parmi ceux que nous re-
commandons. Le matériel plus théorique et ’analyse détaillée de deux applications
réelles que nous avons menées se trouvent en seconde partie de 'ouvrage pour com-
pléter une bonne compréhension de ce que sont les réseaux bayésiens, d’un point
de vue & la fois théorique et appliqué. Le niveau du livre se place entre master
et doctorat selon les études suivies par les étudiants. Pour les disciplines comme
les mathématiques, les statistiques ou l'informatique, le niveau est plutot master
1; pour les sciences de la vie ou les sciences sociales, le manque de fondement
en théorie des probabilités le rend plus adapté au niveau du doctorat dans une
optique d’application. Dans le premier cas, c’est sans doute la seconde partie du
livre qui sera la plus profitable, alors que dans le second cas, les étudiants auront
intérét & bien approfondir les trois premiers, voire les deux premiers, chapitres
avant d’aborder les bases méthodologiques sous-jacentes. Ces derniers pourront
aussi bénéficier des annexes dédiées & la théorie des graphes et aux probabilités.
Enfin, les solutions des exercices proposés a la fin des chapitres sont données pour
la commodité du lecteur qui s’y penchera. Nous avons tenté de varier les contextes



d’application dans les premiers chapitres; les exemples réels du dernier chapitre
devraient motiver les étudiants en leur montrant des applications qui ne sont pas
que pédagogiques.

Les compétences requises pour comprendre en profondeur le contenu du livre sont
pour la plupart de niveau licence. Cependant, quelques parties plus spécialisées
reposent sur des concepts dont l'illustration ne pouvait étre entreprise dans 1’ou-
vrage. Les bases de la programmation R ne sont pas rappelées, mais il existe de
trés bons livres introductifs; nous suggérons entre beaucoup d’autres Venables
& Ripley (2002), Spector (2009), Cornillon et al. (2012) et Crawley (2013). Des
rappels simples sur la théorie des graphes et les distributions de probabilité sont
en annexes, comme références faciles. Des indications de la littérature que nous
croyons utiles se trouvent en fin de chaque chapitre et du matériel de soutien sera
mis en ligne sur le site www.bnlearn.com, en particulier les codes R utilisés. Dans
ce livre, une commande & lancer sera précédée de > et sa typographie, comme celle
du résultat obtenu, sera en chasse fixe :

>1+2+3
[1]1 6

L’organisation du livre est la suivante. Les réseaux bayésiens discrets sont les
premiers & étre décrits (chapitre 1), suivis par les réseaux bayésiens gaussiens
(chapitre 2); il s’agit des réseaux bayésiens les plus couramment utilisés. Les ré-
seaux hybrides (qui comprennent tout type de variables aléatoires suivant tout
type de distributions de probabilité, mélangeant typiquement variables discrétes
et continues) sont présentés au chapitre 3. Ces trois premiers chapitres détaillent
le processus complet de modélisation & ’aide des réseaux bayésiens, depuis I'ap-
prentissage de structure jusqu’a I'estimation des parameétres. Et toutes ces étapes
sont illustrées par de nombreuses lignes de code R. Un traitement concis mais ri-
goureux des fondements des réseaux bayésiens est donné en chapitre 4 ; il inclut
une rapide introduction aux réseaux bayésiens causaux. Pour étre plus complet,
nous proposons dans le chapitre 5 un tour d’horizon des logiciels disponibles, tant
liés & R qu’indépendants de R. Finalement, deux exemples réels sont analysés au
chapitre 6. Le premier examine diverses approches de modélisation graphique pour
prédire la proportion de muscles, graisse et os de différents segments corporels &
partir d’une petite base de données. Le second reprend I'étude de référence du
réseau causal de protéines-signal publiée dans la revue Science par Sachs et al.
(2005).

Pour finir, nous voudrions signaler notre reconnaissance aux collégues et aux amis
qui nous ont aidés : en nous suggérant la démarche, et en nous soutenant dans la
conception et ’écriture de ce livre et de sa version anglaise Bayesian Networks:
with Eramples in R. Plus particuliérement, nous voudrions remercier les éditeurs
scientifiques d’EDP Sciences, Pierre-André Cornillon, Eric Matzner-Lgber et Fran-
¢ois Husson. Initialement, c’est ce dernier qui a sollicité le premier auteur pour



rédiger un livre en francgais sur les réseaux bayésiens. Ne se sentant pas suffisam-
ment assuré sur tous les aspects, celui-la a cherché (et trouvé) un bon co-auteur
pour mener a bien le projet. Ce dernier ne maitrisant pas suffisamment la langue de
Moliére, une version anglaise a d’abord été rédigée. Elle a finalement été proposée
et acceptée en paralléle (Scutari & Denis, 2014). I existe cependant quelques petits
ajouts pour répondre aux critiques des éditeurs scientifiques de EDP Sciences, en
particulier un bref chapitre de conclusion et 'indexation de la quasi-totalité des
fonctions R utilisées dans les portions de code illustratives. Merci a Eric Parent qui
nous a rédigé une fort intéressante préface. Cette version a aussi bénéficié de la re-
lecture attentive de Francois Husson, Pierre-André Cornillon, Eric Matzner-Lgber
et Jeanie Denis qui ont grandement diminué le nombre de coquilles présentes dans
la version initiale ; nous les en remercions.

Jouy-en-Josas, France Jean-Baptiste Denis
Londres, Grande-Bretagne Marco Scutari
mai 2014
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